
In the autumn of 2008, eight Democratic and nine Re-
publican candidates in the U.S. primaries had invested 
millions of dollars in the hopes of embedding their names 
in the recognition memory of American voters. It is likely 
that elevated name recognition increased their chances of 
being included in voters’ consideration sets of promising 
candidates. At the same time, not only in the United States 
but all over the globe, people were wondering who would 
emerge from the election as a winner.

In this article, we examine a number of strategies that 
can be relied on to make inferences about unknown quan-
tities or uncertain future events, such as forecasting which 
candidates voters are most likely to favor in an election. 
One such strategy is the recognition heuristic (Goldstein 
& Gigerenzer, 2002). It can be applied to infer which of 
two alternatives, one recognized and the other not, has a 
larger value on a given criterion. The heuristic reads as 
follows: “If only one of two alternatives is recognized, 
infer the recognized one to be larger.”

The recognition heuristic operates on an ecological 
sense of recognition—namely, on our ability to discrimi-
nate between stimuli that we have encountered in our en-
vironment before (e.g., famous names, such as “Clinton”), 
and those that we have neither seen nor heard before (e.g., 

unknown names, such as “Schauk”). As we will explain 
below, in doing so the heuristic can help us make accurate 
judgments in many domains. For instance, our recognition 
of universities allows us to predict their quality (Hertwig 
& Todd, 2003); our recognition of soccer teams and ten-
nis players can be used to forecast their future success in 
competitions (Herzog & Hertwig, 2010; Pachur & Biele, 
2007; Serwe & Frings, 2006); and our recognition of bil-
lionaires and musicians reflects their fortunes and record 
sales, respectively (Hertwig, Herzog, Schooler, & Reimer, 
2008). Besides being useful, recognition is also easily ac-
cessible and remarkably lasting (Pachur & Hertwig, 2006; 
Shepard, 1967; Standing, 1973). For example, when scan-
ning long supermarket shelves in an attempt to infer which 
of 20 shampoos are the better products, we are likely to 
quickly detect which brands we have heard of before. As 
pointed out by Goldstein and Gigerenzer (2002) and Pa-
chur and Hertwig, these remarkable characteristics make 
it likely that recognition plays an important role in a multi-
tude of tasks; and, in fact, there is evidence that reasoning 
by recognition is a common strategy not only in humans 
(Galef, 1987). Yet the recognition heuristic, as formulated 
for making inferences about two alternatives, is of little 
help when sets of three or more are evaluated. The first 
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and cues. Surprisingly, by ignoring information rather than 
integrating it all, noncompensatory heuristics can yield 
more accurate judgments than compensatory ones can (e.g., 
Gigerenzer & Goldstein, 1996) while at the same time sim-
plifying tasks (e.g., Einhorn, 1970; Simon, 1955).

The recognition heuristic is a noncompensatory model. 
Even when other cues are retrieved, when the heuristic 
is used these cues are ignored. In initial experiments and 
follow-up studies, a majority of people made inferences 
in accordance with the heuristic’s predictions (e.g., Gold-
stein & Gigerenzer, 2002; Pachur & Biele, 2007; Pachur 
& Hertwig, 2006; Volz et al., 2006). However, at the same 
time, findings that people systematically make infer-
ences inconsistent with the heuristic have raised doubts 
about its adequacy as a model of behavior (e.g., Bröder 
& Eichler, 2006; Dougherty, Franco-Watkins, & Thomas, 
2008; Hilbig & Pohl, 2008, 2009; Newell & Fernandez, 
2006; Newell & Shanks, 2004; Oppenheimer, 2003; Pohl, 
2006). For instance, Richter and Späth (2006) ran a se-
ries of studies and—observing that fewer decisions were 
consistent with the heuristic when cues that contradicted 
recognition were available—concluded that there was no 
evidence of a noncompensatory use of recognition. Ac-
cording to them, there was clear evidence that recognition 
is integrated with knowledge.

However, such conclusions require further tests, for 
three reasons (see also Marewski, Schooler, & Gigerenzer, 
2010). First, most studies that provided evidence against 
the noncompensatory processing of recognition reported 
group means, rather than individual participants’ data; yet 
a number of experiments have indicated that there may 
be strong individual differences in people’s treatment of 
recognition that would be hidden by group means. For 
instance, in Pachur, Bröder, and Marewski’s (2008) stud-
ies (see also Hilbig, 2008), about half of the participants 
picked recognized alternatives regardless of the number 
of conflicting cues, consistent with the hypothesized non-
compensatory processing of recognition; the remaining 
ones appeared to be influenced by the additional cues. 
Moreover, reanalyses of Richter and Späth’s (2006) and 
Newell and Fernandez’s (2006) data have also shown that 
the large majority of their participants made decisions in 
agreement with the recognition heuristic, even in the pres-
ence of contradictory cues (see Pachur et al., 2008).

Second, as discussed in detail by Pachur et al. (2008; see 
their Table 1 and pp. 187–190), most studies on the recog-
nition heuristic differed in critical ways from the situations 
for which Goldstein and Gigerenzer (2002) formulated 
the heuristic. To give just one example: The recognition 
heuristic is a model for situations where people make in-
ferences solely on the basis of information retrieved from 
memory (inference from memory, as opposed to inference 
from givens; Gigerenzer & Goldstein, 1996), and where 
recognition is acquired in the world prior to participation 
in a study. In some studies (e.g., Bröder & Eichler, 2006), 
recognition was experimentally induced shortly before a 
two-alternative forced choice (2AFC) task in such a way 
that the study could be easily tracked as the recognition 
source (for evidence that people take the source of rec-
ognition into account when making inferences from rec-

contribution of this article is to examine how well this 
heuristic can be generalized to N alternatives—a general-
ization that helps explain how people form the consider-
ation sets from which they make their final choice. This is 
a key question in marketing, politics, and beyond.

Elimination by Recognition
Tversky’s (1972) classic elimination by aspects model 

pares down a large set of alternatives by eliminating them 
on the basis of probabilistically selected criteria. Simi-
larly, in the marketing literature, many theories of choice 
assume a two-stage process: When we are evaluating 
multiple alternatives, such as which of eight candidates to 
vote for, or which of 20 shampoos to buy, a smaller set of 
relevant alternatives is formed first, then a choice is made 
after more detailed examinations of the alternatives in this 
consideration set (Alba & Chattopadhyay, 1985; Hauser 
& Wernerfelt, 1990; Howard & Sheth, 1969). When rec-
ognition correlates with the criteria on which alternatives 
are evaluated, an elimination-by-recognition model could 
form “consideration sets” consisting of recognized alter-
natives. Specifically, if generalized to the multialternative 
case, the recognition heuristic reads as follows: “If there 
are N alternatives, then rank all n recognized alternatives 
higher on the criterion than the N2n unrecognized ones.” 
Once they are identified, in a second stage recognized al-
ternatives can be ranked with heuristics that use alterna-
tives’ attributes as cues—say, knowledge about a candi-
date’s party affiliation, or a shampoo’s ingredients.

Consideration sets facilitate decisions by reducing the 
number of alternatives. To illustrate, a voter may want to 
forecast the final rank order of eight Democrats in the 
primaries. But there are a total of 8 factorial (40,320) pos-
sible rank orders. In contrast, if the recognition heuristic 
is used, and, say, three candidates are recognized and five 
unrecognized, then only 3 factorial (6) ranks need to be 
considered. Unrecognized alternatives can be put aside 
(or ranked at random), because they are likely to score low 
on the criterion, and people typically know nothing about 
them in the first place. By ignoring the unheard-of and 
unrecognized, the recognition heuristic reduces complex-
ity without necessarily harming accuracy.

From Recognition to Decisions:  
A Competition Among Models

In contrast to the recognition heuristic, many models of 
consideration-set identification posit that people evalu-
ate alternatives by weighting and adding their values on a 
range of cues (e.g., Hauser & Wernerfelt, 1990; Roberts & 
Lattin, 1991). The assumption is that an alternative’s low 
value on one cue can be compensated for by a high value 
on another cue.

However, there is evidence that people do not always 
make trade-offs (e.g., Einhorn, 1970; Fishburn, 1974; 
Hogarth, 1987; Payne, Bettman, & Johnson, 1993; Yee, 
Dahan, Hauser, & Orlin, 2007). For instance, in a review 
of 45 process-tracing studies, Ford, Schmitt, Schechtman, 
Hults, and Doherty (1989) concluded that noncompensa-
tory processes are the rule and compensatory processes are 
nearly always observed in situations with few alternatives 
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ing comparative model tests of the recognition heuristic. 
In short, except for Pachur and Biele (2007),1 no study has 
ever tested a single compensatory strategy (or any other 
formal model of psychological processes, for that matter) 
against the recognition heuristic, which is needed to evalu-
ate both the recognition heuristic and the corresponding 
alternative hypotheses that have been proposed. In fact, 
one might ask how useful it is to reject a model that can 
explain some data (but not all), if no other model has been 
shown to be better.

In this article, we open up the search for a new model. 
We conduct the first formal competition between the rec-
ognition heuristic and alternative compensatory models 
for two-alternative and multialternative inference. These 
models include various formalizations of the alternative 
hypotheses to the recognition heuristic that are discussed 
in the literature. All models are listed in Table 1 and are 
explained in the text below. In carrying out a total of eight 
model comparisons, we will contribute to both (1) evalu-
ating the recognition heuristic as a model of behavior and 
(2) assessing the descriptive adequacy of models that have 
been proposed as alternatives to this heuristic. In doing 
so, we will also (3) explore whether there is yet another 
possibility besides rejecting the original recognition heu-

ognition, see Marewski, Gaissmaier, Schooler, Goldstein, 
& Gigerenzer, 2009). Other studies focused on inference 
from givens (e.g., Newell & Shanks, 2004). However, even 
if we do not agree with some of the criticism of the recog-
nition heuristic, we do not wish to devalue these studies; 
on the contrary, we consider them to be important tests of 
the generalizability of this heuristic across different con-
ditions and tasks. Since the heuristic did not generalize to 
some of these tasks, these tests challenge researchers to 
identify a model capable of doing so—that is, a model that 
outpredicts the recognition heuristic. This leads us directly 
to our most important point.

Third and most critical, it is important to conduct for-
mal model comparisons when evaluating the descriptive 
adequacy of theories (on some of the merits and complica-
tions of formal modeling, see Fum, Del Missier, & Stocco, 
2007; Hintzman, 1991; Lewandowsky, 1993; Marewski & 
Olson, 2009); yet in all previous work that raised doubts 
about the adequacy of the heuristic as a model of behavior, 
the corresponding alternative hypotheses—for example, a 
compensatory integration of recognition and other cues—
were not formally specified as testable, computational 
models of psychological processes. Much the same can be 
said of our own work: We have never reported correspond-

Table 1 
List of Competing Models

Model Input  Decision Rule

Recognition-based Competitor 1: Recognition heuristic (Studies 1–4)
  1 recognized alternative R

Choose R.  1 unrecognized alternative U

  n recognized alternatives Ri (i 5 1, . . . , n)
Rank Ri higher than Uj.  N2n unrecognized alternatives Uj ( j 5 1, . . . , N2n)

Cue-based Competitor 2: Take-one-cue (Studies 1–4)
  1 recognized alternative R with up to 1 cue with value v If v  C1, choose R.

If v  C1, choose U.  1 unrecognized alternative U
  1 cutoff criterion C1

  n recognized alternatives Ri (i 5 1, . . . , n), each with up to 1 cue with value vi If vi  C2, rank Ri higher than Uj.
If vi  C2, rank Uj higher than Ri.

  N2n unrecognized alternatives Uj ( j 5 1, . . . , N2n)
  1 cutoff criterion C2

Cue-based Competitor 3: Tallying-of-negative-cues (Study 3)
  1 recognized alternative R with sum Σ of cues with negative values vn 5 21, and unknown values vu 5 0 If Σ  C3, choose R.

If Σ , C3, choose U.  1 unrecognized alternative U
  1 cutoff criterion C3

Cue-based Competitor 4: Tallying-of-positive-and-negative-cues (Study 3)
  1 recognized alternative R with sum Σ of cues with negative values vn 5 21, unknown values vu 5 0,  
    and positive values vp 5 11 If Σ  C4, choose R.

If Σ , C4, choose U.  1 unrecognized alternative U
  1 cutoff criterion C4

Cue-based Competitor 5: Weighted-best-cues (Study 4)
  n recognized alternatives Ri (i 5 1, . . . , n), each with up to 1 cue drawn from a set of i cues with  
    weights 2100  wi  1100 If wi  C5, rank Ri higher than Uj.

If wi , C5, rank Uj higher than Ri.  N2n unrecognized alternatives Uj ( j 5 1, . . . , N2n)
  1 cutoff criterion C5

Fluency-based Competitor 6: Weighted-fluency (Study 3)
  1 recognized alternative R with retrieval time r

If r  C6, choose R.
If r  C6, choose U.

  1 unrecognized alternative U
  1 cutoff criterion C6

Note—All competitors can also be thought of as weighted linear additive models with two classes of predictors, cues and recognition, or retrieval 
time and recognition, respectively. Different cutoff criteria, C1–6 (free parameters), measure the weight of these predictors relative to each other. 
The recognition heuristic can be formally represented as a special case of these models with C1–6 set such that the models always choose recognized 
alternatives, which is equivalent to assuming a noncompensatory recognition weight (see study descriptions for details; see also the General Discus-
sion for the underlying modeling stratagem).
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In what follows, we suggest that the recognition heuristic 
may be used by default, but this default can be overruled 
by information indicating that it is not ecologically rational 
to use the heuristic because recognition is not predictive of 
the criterion. There are two kinds of evidence, behavioral 
and neural, indicating that the heuristic could be used as a 
default, as opposed to being just another strategy. Pachur 
and Hertwig (2006) and Volz et al. (2006) reported response 
time (RT) data suggesting that recognition of an alternative 
often arises before other knowledge can be recalled. This 
finding is consistent with the recognition memory literature, 
indicating that a sense of recognition (often called familiar-
ity) arrives on the mental stage earlier than does recollec-
tion (Gronlund & Ratcliff, 1989; Hintzman & Curran, 1994; 
McElree, Dolan, & Jacoby, 1999; Ratcliff & McKoon, 1989). 
An fMRI study (Volz et al., 2006) suggested that judgments 
in disagreement with the recognition heuristic required 
more cognitive effort (indicated by a reduction in activation 
in the anterior frontomedian cortex) than did judgments in 
line with it. This study provides evidence for two processes: 
recognition and evaluation. The first identifies an alternative 
as recognized or not, and the second evaluates whether a 
default reliance on recognition should be suspended because 
recognition is not predictive of the criterion.

The literature offers different hypotheses about how 
this suspension process may operate (Pachur, Todd, Giger
enzer, Schooler, & Goldstein, in press). For instance, ac-
cording to Pachur and Hertwig (2006), knowledge about 
alternatives’ criterion values can lead people to overrule 
the default (but see Hilbig, Pohl, & Bröder, 2009). There 
is also evidence that people directly take into account the 
strength of the recognition correlation. When this corre-
lation is substantial, people’s inferences tend to accord 
with the recognition heuristic (e.g., Hertwig et al., 2008). 
In contrast, when it is less pronounced, they tend not to 

ristic model and/or embracing a new model. As stressed 
by Newell and Fernandez (2006), the findings reported by 
them and by many others can be interpreted in two ways. 
One is that they challenge the recognition heuristic’s plau-
sibility; yet another is that they point to the mechanisms 
that determine when people rely on the recognition heu-
ristic and when they adopt other strategies.

Strategy Selection by Default?
No cognitive strategy is always relied upon. Rather, 

in keeping with many other frameworks (e.g., Beach & 
Mitchell, 1978; Hogarth & Karelaia, 2007; Payne et al., 
1993), we assume that the mind comes equipped with a 
repertoire of strategies. This repertoire forms an “adaptive 
toolbox” of heuristics, each of which exploits how basic 
cognitive capacities, such as memory, represent regulari-
ties in the structure of our environment. In doing so, heu-
ristics can yield accurate judgments by operating on little 
information—say, a sense of recognition (for a recent over-
view, see Marewski, Gaissmaier, & Gigerenzer, 2010).

Often, the study of the mechanisms determining the 
use of a heuristic can be informed by an analysis of the 
heuristic’s ecological rationality—that is, of the environ-
mental structures it exploits. Figure 1 illustrates the eco-
logical rationality of the recognition heuristic in terms of 
three correlations. There is a criterion, an environmental 
mediator, and a person who infers the criterion. Using 
the heuristic is ecologically rational and helps a person 
make accurate inferences when there is both a substan-
tial ecological correlation between the mediator and the 
criterion and a substantial surrogate correlation between 
the mediator and recognition. This combination can yield 
a substantial recognition correlation; that is, recognized 
alternatives tend to have higher criterion values than un-
recognized ones do.

Recognition correlation

Eco
lo

gica
l c

orre
latio

n Surrogate correlation

Name Recognition
e.g., of politicians’

names

Criterion
e.g., election

outcomes

Mediator
e.g., mentions in the

press

Figure 1. Ecological rationality of the recognition heuristic. An un-
known criterion (e.g., the number of votes candidates win in an election) 
is reflected by a mediator (e.g., the press). The mediator makes it more 
likely for a person (e.g., a voter) to encounter alternatives with larger 
criterion values than those with smaller ones (e.g., the press mentions 
more successful candidates more frequently). As a result, the person will 
be more likely to recognize alternatives with larger criterion values than 
those with smaller ones, and, ultimately, recognition judgments can be 
relied upon to infer the criterion (e.g., the success of candidates in elec-
tions). The relations between the criterion, the mediator, and recognition 
can be measured in terms of correlations, or, as is explained in the text, 
in terms of validities (see Study 2).
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toral success, we would expect the frequency of mentions 
of them in the press and election advertisements before the 
election to reflect the number of votes they win. Likewise, 
we would expect these frequencies of mentions to corre-
late with the number of voters who have heard of the par-
ties and candidates before the election. Last, it should be 
possible to predict election outcomes on the basis of vot-
ers’ recognition of parties and candidates alone (Figure 1). 
Below, we examine whether this pattern emerges and test 
how well the recognition heuristic predicts eligible voters’ 
election forecasts, examining individual differences.

Method
To vote for a candidate from a given voting district, a citizen has to 

be a resident of that district. On two dates, 14 days and 1 day before 
the election, we invited residents of two voting districts in the down-
town areas of the cities of Potsdam and Werder to fill out a question-
naire. Participants were recruited on the street and had to be at least 
18 years old (voting age in Germany). They were paid €5 ($7). Of 
246 recruited eligible voters (henceforth: voters), 172 completed the 
questionnaire (55% female; mean age 5 38 years, SD 5 14.7).

The questionnaire consisted of three sections. The first included 
a recognition task and a 2AFC task on the 11 candidates running in 
the two voting districts. The second section comprised a recognition 
task and a ranking task on the 15 parties running in the election. The 
third section included a cue knowledge task on the 11 candidates. 
In the recognition tasks, voters were given lists of candidates’ and 
parties’ names, respectively. The voters indicated whether they rec-
ognized each name—that is, whether they had heard or seen it before 
participating in the study. The two-alternative task consisted of 25 
paired comparisons of candidates’ names (complete pairings of the 
candidates from each voting district, respectively).2 Voters indicated 
for each pair which candidate would win more votes in the election. 
In the ranking task, voters were given a list of the 15 party names 
and they assigned 1 of 15 ranks to each party (each rank could be 
assigned once), according to their forecasts of the number of votes 
the parties would win. In the cue knowledge task, voters indicated 
candidates’ party affiliation, which is commonly a highly valid cue 
for electoral success (not unique to Germany—for the U.S., see 
Bartels, 2000). If an affiliation was unknown, they were instructed 
not to guess but to leave the answer space blank. Within the first 
two questionnaire sections, we counterbalanced the recognition and 
two-alternative tasks, as well as the recognition and ranking tasks, 
respectively.3 The order of appearance of names was randomized in 
all tasks. Completing the tasks took about 10 min.

In addition, over a period of 54 days before the first data collec-
tion point, we counted the number of articles in which a candidate’s 
name appeared in the Potsdamer Neueste Nachrichten (PNN ) and 
the Märkische Allgemeine Zeitung (MAZ ). These daily newspapers 
focus on Brandenburg and were the most frequently read in our 
sample. For parties, we made corresponding counts in the MAZ. 
Candidates also provided us with counts of the number of campaign 
materials (e.g., election posters, brochures, letters; henceforth: fly-
ers) in which their names had appeared and that were distributed in 
the two voting districts prior to the election.

Results and Discussion
Ecological rationale for using recognition to forecast 

elections. Eighty-one voters (47%) reported subscribing 
to a newspaper, 65 of them to either the MAZ or the PNN. 
We found substantial correlations between the frequency 
with which parties and candidates were mentioned in the 
newspapers, the number of voters who recognized them, 
and the election results (Figure 2). In short, it is ecologi-
cally rational to use the recognition heuristic to forecast 
electoral success.

do so (Pohl, 2006); and in fact, participants who always 
judge recognized alternatives to be larger than unrecog-
nized ones—as opposed to people who sometimes infer 
unrecognized alternatives to be larger—estimate the rec-
ognition correlation to be larger (Pachur et al., 2008).

In our studies, we explore yet another hypothesis. As we 
explain in detail below, the recognition heuristic operates on 
a binary judgment of recognition. According to Schooler 
and Hertwig (2005), the strength of the underlying rec-
ognition signal, or memory activation, contributes to how 
quickly this binary judgment is carried out; activation influ-
ences the speed with which an alternative comes to mind—
that is, its retrieval time, or retrieval fluency. Suspensions of 
the recognition heuristic could depend on the duration of the 
retrieval times, and, in fact, there is evidence that an alterna-
tive’s retrieval time can reflect whether recognition is likely 
to help people make accurate inferences about that alterna-
tive (Hertwig et al., 2008; Marewski & Schooler, 2009).

Short Overview of the Studies
We ran our studies in a domain where multiple alterna-

tives are common: political elections. In Study 1, we in-
vestigated how German voters use recognition when they 
forecast elections, establishing that the recognition heuris-
tic is ecologically rational in this domain, and examining 
individual differences. In Studies 2 and 3, we focused on 
alternatives’ retrieval fluency as a possible determinant of 
people’s reliance on recognition, testing the recognition 
heuristic in elections as well as in the two-alternative task 
that Goldstein and Gigerenzer (1999) had originally used. 
In Studies 3 and 4, we returned to individual differences.

Importantly, in all studies we pitted the recognition 
heuristic against other models. The level of detail of these 
model comparisons varies across studies. For instance, 
Study 1 was not conducted with the samples of psychol-
ogy students that so many psychological experiments make 
use of, but with eligible voters from various demographic 
backgrounds interviewed in the field. This limited how 
much data we could collect from each participant. Stud-
ies 3 and 4, which were run in our laboratories, allowed for 
more extensive data collection and, correspondingly, more 
extensive, and arguably stronger, model comparisons. In 
these studies, we tailored the models not only to individual 
participants’ behavior, but also to their cue knowledge and 
retrieval fluency, assessing for each participant the optimal 
weights for this information and testing the models’ ability 
to fit existing data as well as to generalize to new data.

Study 1 
Recognition and Voters in Political Elections

Our first study took place prior to the 2004 parliamen-
tary elections in the German federal state of Brandenburg. 
Here, voters had the opportunity to cast two ballots: one for 
a candidate who will represent the person’s voting district, 
and the other for a party. Several weeks before the elec-
tion, ads with candidates’ and parties’ names were placed, 
and they started to figure prominently in the news.

If the use of the recognition heuristic is ecologically ra-
tional for forecasts of these candidates’ and parties’ elec-
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were expected to win the most votes; in short, a candi-
date’s party was possibly the best cue voters could rely on. 
Did voters rely on it?

We had asked voters to indicate candidates’ party af-
filiations, and used their responses to examine how well 
the recognition heuristic predicts their forecasts in two 
situations. First, in comparisons between a recognized and 
an unrecognized candidate, a voter might believe that the 
recognized candidate was from one of the three largest, 
usually most successful parties. Thus, recognition and the 
party cue would make the same prediction (nonconflict-
ing pairs). Second, the voter might believe the recognized 
candidate to be from one of the smaller parties, which 
typically attract fewer votes in elections. In this situation, 
the party cue would suggest that the recognized candidate 
would win fewer votes, whereas recognition would suggest 
that this candidate would win more (conflicting pairs).

For 81 voters, we identified at least one conflicting (M 5 
3.15, SE 5 0.23) and one nonconflicting pair (M 5 5.60, 
SE 5 0.31). The recognition heuristic predicted forecasts 
better on nonconflicting pairs (mean accordance computed 
across participants, Mk 5 .87, SE 5 .03) than it did on con-
flicting pairs (Mk 5 .73, SE 5 .04; 95% confidence interval 
[CI] on the mean difference [.07, .22]). However, with the 
caveat that the number of pairs per participant is very small, 
a substantial proportion of voters always behaved in accor-
dance with the recognition heuristic on both types of pairs 
(Figure 3). In line with Pachur et al.’s (2008) reanalyses of 
Richter and Späth’s (2006) and Newell and Fernandez’s 
(2006) data, a strong contradictory cue seemed to have no 
impact on these voters’ inferences, leaving open the possi-
bility that these people relied on the recognition heuristic.

Model Comparison 1. To evaluate how well the rec-
ognition heuristic predicts behavior, we compared it with 
a compensatory model that integrates the party cue and 
recognition: According to take-one-cue (Table 1), if a 
voter believed that a recognized candidate was affiliated 
with one of the smaller parties that typically attract fewer 
votes in elections, he or she would infer that this candidate 
would win fewer votes than an unrecognized one would. 
Conversely, if a recognized candidate were from one of the 

Measures. To assess how well the recognition heuristic 
predicts voters’ forecasts in the two-alternative task, for each 
voter we selected the paired comparisons, in which one can-
didate was recognized but not the other. Across these com-
parisons, we counted how often (A) the voter had inferred 
that a recognized candidate would win more votes than an 
unrecognized one and the number of times (D) the opposite 
was inferred. The accordance rate, k, is the proportion of 
inferences consistent with the recognition heuristic:

	 k 5 A/(A 1 D).	 (1)

To evaluate how well the recognition heuristic predicts 
voters’ forecasts in the ranking task, we needed a mea-
sure that would reach its maximum value if, of 15 parties, 
the n recognized parties are assigned the n higher ranks 
and the (15 2 n) unrecognized parties the (15 2 n) lower 
ranks. The more often the recognized parties are ranked 
lower than the unrecognized ones, the more the behavioral 
data will deviate from the model’s prediction, something 
we also needed our measure to take into account. As it 
turns out, k fulfills this requirement. For each voter, we 
used the ranking to simulate that voter’s complete (i.e., 
exhaustive) set of virtual paired comparisons, consisting 
of one recognized and one unrecognized party, and com-
puted the accordance rate using Equation 1.

Individual differences in two-alternative inference. 
For the 164 participants who had at least one pair consist-
ing of a recognized and an unrecognized candidate, the 
mean recognition heuristic accordance was .80 (SE 5 .02) 
on these pairs (mean number of pairs 5 9.90, SE 5 0.26). 
Yet there may be individual differences in people’s use of 
recognition, and some people may have integrated cues at 
odds with recognition rather than relying exclusively on 
the recognition heuristic. In German elections, knowledge 
about a candidate’s party affiliation is such a cue, one that 
people could use. Party affiliations are commonly known 
to be highly predictive of electoral success, since candi-
dates from smaller, less influential parties typically attract 
fewer votes than do those from the larger, dominating par-
ties. In fact, according to all major opinion polls published 
prior to the Brandenburg election, the three largest parties 
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name. Interestingly, newspaper mentions are the best predictors of election outcomes and name recognition (cor., correlation; N 5 
172; Study 1).
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that is, the recognition heuristic’s election forecasts only 
differ from take-one-cue’s forecasts if take-one-cue’s free 
parameter C1 is set to be compensatory. Does this increase 
in model complexity pay off ?

It does not. As Figure 4 shows, only when take-one-cue 
forecasts recognized candidates to win over unrecognized 
ones in 99% to 100% of the pairs (from C1 5 6 [99%] to 
C1 5 15 [100%]) does it fit voters’ forecasts, on average, 
as well as the recognition heuristic does; the recognition 
heuristic, however, predicts voters’ forecasts from scratch, 
without assuming an additional parameter. From C1 5 1 
to C1 5 5, take-one-cue makes the same predictions as 
the recognition heuristic does in 47% to 91% of the pairs. 
Here, the recognition heuristic predicts voters’ forecasts 
better. In short, a more complex compensatory model 
does not outperform the recognition heuristic.

Individual differences in multialternative inference. 
On average, there were 46.63 (SE 5 0.85, n 5 163) vir-
tual paired comparisons of recognized and unrecognized 
parties; and indeed, voters tended to rank recognized par-
ties higher than unrecognized ones (Mk 5 .77, SE 5 .02), 
consistent with the prediction that people identify consid-
eration sets of recognized alternatives. We did not assess 
individual voters’ knowledge about the parties, so we could 
not examine their use of recognition in multialternative in-
ference in the same way as we did in forecasts concerning 
two candidates. However, there were two ways in which we 
could examine the accuracy of their election forecasts—
that is, the degree to which their rankings reflected the rank 
order of the number of votes the parties won in the election. 
Exhaustively pairing all parties, we counted how often the 
parties a voter ranked higher had indeed won more votes 
in the election than the parties that the voter had ranked 

larger parties that tend to be more successful in elections, 
or if a recognized candidate’s affiliation were unknown, 
the voter would infer that this candidate would win more 
votes than the unrecognized one would. The intuition is 
that if a candidate is from a sufficiently small and unsuc-
cessful party, this then compensates for being recognized; 
that is, it detracts from being recognized.

Take-one-cue is more flexible than the recognition heu-
ristic: It can also infer larger criterion values for unrec-
ognized alternatives. The model pays for this flexibility 
with an increase in complexity. That is, it assumes a free 
parameter, the cutoff criterion, C1, which measures the 
weight of one important cue—party affiliation—against 
the weight of recognition. For each participant, we clas-
sified the parties that he or she believed a candidate was 
affiliated with as “large, successful in elections” or as 
“small, unsuccessful,” according to the number of votes 
the party had gained in the previous Brandenburg elec-
tion in 1999. That is, to cover all possible classifications 
(i.e., all values of the parameter C1), in a first round for 
C1 5 1, we classified only the party that actually won 
the 1999 election as large and successful; all other parties 
were small and unsuccessful. In a second round, we then 
classified the two parties that won the most votes as large 
and successful (C1 5 2), and so on, until finally we classi-
fied all parties as large and successful (C1 5 15). For each 
participant, we computed the take-one-cue accordance 
across all pairs of a recognized and an unrecognized can-
didate for all values for C1 using Equation 1 in the same 
way as we did for the recognition heuristic. Formally, the 
recognition heuristic is a special case of take-one-cue with 
C1 set to be noncompensatory, such that recognized candi-
dates are always forecast to win over unrecognized ones; 
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Figure 3. Recognition heuristic accordance rates for conflicting and nonconflicting pairs. Bars represent individual participants’ 
accordance rates. On nonconflicting pairs, the accordance rate for 3 participants was 0; on conflicting pairs the accordance rate of 
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difference between achievable and achieved proportion 
correct [.04, .09]). That is, even the more knowledgeable 
newspaper-subscribing voters were unable to outwit the 
recognition heuristic. At the same time, presumably less 
knowledgeable voters who did not subscribe to a paper 
would have done better by blindly using it.

Second, consistent with two-stage theories of consumer 
choice, the recognition heuristic allows a person to split all 
alternatives into two sets: the consideration set of recog-
nized alternatives and a set of unrecognized alternatives. 
Within the set of unrecognized alternatives, all alterna-
tives are treated equally, to be ranked by mere guessing. 
The recognized alternatives in the consideration set, in 
contrast, can be ranked on the basis of more detailed ex-
aminations—for instance, by using alternatives’ attributes 
as cues. In fact, within the set of unrecognized parties 
(consisting of 13.20 virtual paired comparisons on aver-
age; SE 5 .78, n 5 157), the proportion of correct elec-
tion forecasts was at chance level (M 5 .51, SE 5 .02), 
consistent with the prediction that people ranked these 
alternatives on the basis of mere guessing. At the same 
time, voters’ forecasts were accurate within the consid-
eration set of recognized parties (proportion of correct 
rankings: M 5 .76, SE 5 .01; mean number of virtual 
comparisons 5 48.76, SE 5 1.74, n 5 172), consistent 
with the hypothesis that people ranked these alternatives 
on the basis of more detailed examinations.

lower. The accuracy is the proportion of correct rankings, 
computed across these virtual comparisons of parties.

First, does deviating from the recognition heuristic im-
prove the accuracy of a voter’s forecasts more than consis-
tently following it does? We compared voters who had a 
subscription to a newspaper with those who had none. Vir-
tually all newspapers reported on the elections, and many 
mentioned cues useful when forecasting elections, such as 
the results of opinion polls. Were newspaper subscribers 
more successful than nonsubscribers when not adhering to 
the recognition heuristic? For nonsubscribers, there were 
48.25 (SE 5 1.03, n 5 88) virtual pairs of recognized 
and unrecognized parties on average; for subscribers there 
were 44.73 (SE 5 1.39, n 5 74). Subscribers’ accordance 
rates (Mk 5 .79, SE 5 .02) were similar to those of non-
subscribers (Mk 5 .75, SE 5 .03). The accuracy of the 
election forecasts was .79 (SE 5 .01) for subscribers on 
average. If they had assigned all ranks as prescribed by 
the recognition heuristic, their rankings would have been 
equally accurate (achievable proportion correct in this 
case, M 5 .80, SE 5 .01; 95% CI on the mean difference 
between achievable and effectively achieved proportion 
correct [2.01, .03]). For nonsubscribers, however, the 
proportion of correct forecasts was low (M 5 .69, SE 5 
.02). Had they always relied on the recognition heuristic, 
the mean achievable proportion of correct forecasts would 
have been as large as .75 (SE 5 .01; 95% CI on the mean 

0 5 10 15

0

.1

.2

.3

.4

.5

.6

.7

.8

.9

1

Cutoff Criterion C1

Pr
o

p
o

rt
io

n
s

Proportion of pairs for which the models make identical predictions
Recognition heuristic accordance rate
Take-one-cue accordance rate

Figure 4. Recognition heuristic versus take-one-cue in a two-alternative forced 
choice task, in which people inferred which of two candidates would win more votes in 
the 2004 Brandenburg election. Lines show mean accordance rates of the two models 
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conducted prior to the 2004 Brandenburg election, or the outcomes of this 2004 elec-
tion (n 5 164; Study 1).



Recognition        295

to result in accurate judgments. This may hold true for the 
recognition heuristic: When the recognition correlation 
(see Figure 2) is substantial, the probability of retrieving 
knowledge about an alternative correlates with the crite-
rion. As a result, alternatives with knowledge (R1) score 
on average higher on the criterion than alternatives with-
out knowledge (R2). Since both tend to have larger crite-
rion values than do unrecognized alternatives on average, 
R1U pairs tend to reflect larger differences on the criterion 
than do R2U pairs. This, in turn, may result in a stronger 
recognition correlation on R1U than on R2U pairs such 
that it may actually be ecologically rational to use the rec-
ognition heuristic more on R1U than on R2U pairs.

In short, one can formulate two competing hypotheses: 
(1) If Pohl’s (2006) finding implies that people use com-
pensatory strategies rather than the recognition heuristic, 
such models should predict inferences better than the rec-
ognition heuristic; alternatively, (2) if no model predicts 
people’s inferences better than the recognition heuristic 
does, Pohl’s finding would leave open the possibility that 
people rely on the recognition heuristic less often on R2U 
than on R1U pairs, because recognition is harder to assess 
and less predictive on R2U than on R1U pairs. We will 
continue to provide model comparisons below; next, how-
ever, we test whether the recognition correlation is smaller 
on R2U than on R1U pairs.

The setting of our study is the 2005 parliamentary elec-
tion in North Rhine-Westphalia, the most populous Ger-
man state. In contrast to the previously discussed election, 
here voters did not cast a ballot directly for a candidate, 
but chose among 24 parties.

Method
Sixty-one participants (44% female; mean age 5 26 years, SD 5 

3.6) filled out a questionnaire 3 to 11 days before the North Rhine-
Westphalia election. About half of them completed the questionnaire 
in the labs of the Max Planck Institute for Human Development in 
Berlin and received €5 ($7) for their participation; the other half 
worked on it in a class at the Free University in Berlin. All partici-
pants had to be at least 18 years of age.

The questionnaire consisted of a ranking and a recognition task for 
the 24 parties. These tasks were identical to the ones used in Study 1. 
In a detailed recognition task, we additionally presented participants 
a list of all parties and asked them how much they knew about each 
party. There were three possible answers: (1) they had never heard of 
the party and had never seen it before participating in the study (U ); 
(2) they had heard of the party or had seen it before but did not know 
anything else about it beyond recognizing its name (R2); (3) they 
had heard of it or had seen it before and knew something about the 
party beyond simply recognizing it (R1). We counterbalanced the 
ranking and recognition tasks; the detailed recognition task was at 
the end.4 The order of appearance of parties was randomized. Filling 
out the questionnaire took about 10 min.

Results and Discussion
Strength of the recognition correlation. The recog-

nition correlation can be expressed in terms of the recog-
nition validity, α—that is, the probability of a recognized 
alternative scoring higher on the criterion than an unrec-
ognized one (Goldstein & Gigerenzer, 2002). Across vir-
tual paired comparisons of recognized and unrecognized 
parties, we counted for each participant the number of 
times T a recognized party had gained more votes than an 

To summarize, when deciding which of two candidates 
will win, many voters made forecasts consistent with the 
recognition heuristic, even when a strong conflicting cue 
was available; and in fact, a more complex compensatory 
model did not fit voters’ forecasts better than the recognition 
heuristic. When voters forecasted the election for 15 par-
ties, in line with the recognition heuristic, they ranked rec-
ognized parties higher than unrecognized ones, appearing 
to form consideration sets of recognized parties for which 
their forecasts were accurate. More knowledgeable voters 
would have done as well by always adhering to the recogni-
tion heuristic than by going against it as much as they did; at 
the same time, less knowledgeable ones even impaired their 
accuracy by not always adhering to the heuristic.

Study 2 
When Is It Ecologically Rational  

to Rely on Recognition?

In a study series, Pohl (2006) asked people to categorize 
alternatives into those they recognized without knowing 
anything else about them (R2) and those they recognized 
and had knowledge about (R1). The recognition heu-
ristic predicted people’s inferences better on R1U pairs 
(i.e., where one alternative was recognized and there was 
knowledge about it and the other was unrecognized [U ]) 
than on R2U pairs (i.e., where one alternative was recog-
nized but there was no knowledge about it and the other 
was unrecognized). Does this finding indicate that people 
integrate cues into their inferences, rather than rely on the 
recognition heuristic?

The recognition heuristic operates on judgments of rec-
ognition (Gigerenzer, Hoffrage, & Goldstein, 2008; Gold-
stein & Gigerenzer, 2002). By implementing this heuristic 
in the ACT–R cognitive architecture (e.g., Anderson et al., 
2004), Schooler and Hertwig (2005) provided a formal 
model of these recognition judgments (see also Pachur, 
in press; Pleskac, 2007). As we will explain in more de-
tail in Study 3, the judgments depend on the strength of 
an alternative’s recognition signal—that is, on its activa-
tion in memory. Activation is a function of the frequency 
and recency of a person’s past encounters with an alter-
native and determines the alternative’s retrieval fluency 
and recognition speed. The more strongly an alternative 
is activated, the more quickly it will be retrieved and rec-
ognized. In a series of studies and computer simulations 
with the ACT–R memory model, Marewski and Schooler 
(2009) showed that alternatives about which people are 
likely to recall knowledge (R1) tend to be more strongly 
activated than alternatives about which knowledge is 
unlikely to be available (R2). Consequently, people are 
slower to recognize and retrieve R2 alternatives. Since the 
recognized alternative’s retrieval fluency tends thus to be 
larger in R1U pairs than in R2U pairs, it may often be 
harder to rely on recognition on R2U than on R1U pairs, 
resulting in lower recognition heuristic accordance rates 
(see Equation 1) on R2U pairs.

In fact, Marewski and Schooler (2009) demonstrated 
that the way in which memory works can make it easier for 
a person to use a given heuristic when using it is also likely 
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does. The recognition heuristic, however, predicts people’s 
forecasts without assuming an additional parameter. From 
C2 5 1 to C2 5 24, take-one-cue makes the same predictions 
as the recognition heuristic in 36% to 99% of the pairs. Here, 
the recognition heuristic predicts voters’ forecasts better.

In short, consistent with the assumption that people rely 
on the recognition heuristic to identify consideration sets 
of recognized alternatives, participants ranked recognized 
parties higher than unrecognized ones. When recognition 
was more predictive, people acted more strongly in ac-
cordance with the recognition heuristic. A more complex 
compensatory model did not fit people’s rankings better 
than the recognition heuristic.

Study 3 
A Competition of Strategies for Two-Alternative 

Inference: Modeling Individual Differences

There might be individual differences in the weighting 
of cues, which would have been ignored in the previous 
model comparisons. In Studies 3 and 4, we take such in-
dividual differences into account and test the recognition 
heuristic against five compensatory strategies. These strate-
gies include two variants of take-one-cue as well as models 
that integrate several cues to make decisions. For instance, 
tallying-of-negative-cues and tallying-of-positive-and-
negative-cues compute sums of various positive and/or neg-
ative cues, weighting them against recognition (Table 1). 
Except for the weighting, they are equivalent to tallying 
(Gigerenzer & Goldstein, 1996) and unit-weight linear 
models (e.g., Dawes, 1979; Einhorn & Hogarth, 1975).

What could be a compensatory alternative to the rec-
ognition heuristic when cues are not available (i.e., on 
R2U pairs)? Above, we argued that the speed with which 
the recognized alternative is retrieved—that is, its retrieval 
fluency—tends to be lower in R2U than in R1U pairs, mak-
ing it harder to use the recognition heuristic on R2U than on 
R1U pairs, which may result in occasional suspensions of 
this heuristic on R2U pairs, and as a result, lower recogni-
tion heuristic accordance rates. Yet an alternative hypothesis 
is that the recognition heuristic is an implausible model, and 
as such never used. Rather, people always systematically 
integrate retrieval fluency into their inferences (see Dough-
erty et al., 2008; Newell & Fernandez, 2006)—for instance, 
by weighting and adding it. Below, we pit the recognition 
heuristic for the first time against a corresponding model: 
weighted-fluency (Table 1). The intuition is that if an alter-
native’s fluency falls below a threshold, this compensates 
for being recognized, just as in take-one-cue.

Fluency-based heuristics have been defined in many 
different ways (e.g., Jacoby & Brooks, 1984; Whittle-
sea, 1993). Weighted-fluency is a model that builds on 
Schooler and Hertwig’s (2005) fluency heuristic, which 
in turn is grounded in these earlier definitions and in a 
long research tradition on fluency (e.g., Jacoby & Dallas, 
1981), as well as on related notions such as accessibility 
(e.g., Bruner, 1957) or familiarity (e.g., Hintzman, 1988; 
Mandler, 1980). Schooler and Hertwig implemented their 
fluency heuristic side by side with the recognition heuristic 
in the ACT–R cognitive architecture. In ACT–R, the same 

unrecognized one and the number of instances W in which 
the reverse had happened:

	 α 5 T/(T 1 W ).	 (2)

As expected, the recognition validity was larger on 
R1U pairs (Mα 5 .92, SE 5 .01) than on R2U pairs (Mα 5 
.68, SE 5 .03; 95% CI on the mean difference [.29, .19]) 
(n 5 54; mean number of R1U pairs 5 100.19, SE 5 
3.25; mean number of R2U pairs 5 35.92, SE 5 2.87). 
At the same time, the recognition heuristic accordance 
rate (computed across virtual comparisons between par-
ties) was larger on R1U pairs (Mk 5 .89, SE 5 .01) than 
on R2U pairs (Mk 5 .62, SE 5 .03; 95% CI on the mean 
difference [.34, .21]) (n 5 54). In short, people acted more 
strongly in accordance with the recognition heuristic when 
recognition was more predictive.

Model Comparison 2. Overall, people were unlikely 
to rank recognized parties lower than unrecognized ones: 
When computed across all virtual pairs of recognized and 
unrecognized parties (mean number of pairs 5 136.02, 
SE 5 1.54, n 5 59), the average accordance rate was .82 
(SE 5 .01), consistent with the hypothesis that people iden-
tify consideration sets of recognized alternatives. To evalu-
ate how well the recognition heuristic predicts behavior, 
we compared it with a generalization of take-one-cue to 
multiple alternatives (Table 1). Assuming that people had 
some knowledge about the characteristics of the parties we 
classified as R1, we implemented take-one-cue as follows: 
If an R1 party belonged to the smaller parties that typically 
attract fewer votes in elections, a participant would rank 
this party lower than all unrecognized ones; if the R1 party 
represented a larger, commonly more successful party, 
the participant would rank it higher than all unrecognized 
ones. The participant would rank recognized parties with-
out knowledge (R2) higher than unrecognized ones. As in 
Study 1, the intuition is that if a party is sufficiently small 
and unsuccessful, this then compensates for being recog-
nized; that is, it detracts from being recognized.

Also in the multialternative case, take-one-cue assumes 
a free parameter, the cutoff criterion C2, which measures 
the weight of the party cue against recognition, determin-
ing which parties are small, unsuccessful ones. For each 
participant, we classified all R1 parties as “small, unsuc-
cessful” or “large, successful,” according to the results of 
the previous North Rhine-Westphalia election in 2000. To 
cover all possible classifications (i.e., all values of C2), in a 
first round for C2 5 1, we classified only the party that won 
the election as large and successful; all others were small 
and unsuccessful. In a second round, we classified the two 
parties that won the most votes as large and successful 
(C2 5 2), and so on, until finally we classified all parties 
as large and successful (C2 5 24). For each participant, 
we computed the take-one-cue accordance (Equation 1) 
across virtual pairs of recognized and unrecognized parties 
(mean number of pairs 5 136.02, SE 5 1.54) for all values 
of C2. Does this increase in model complexity pay off ?

It does not. Only when take-one-cue ranked recognized 
parties higher than unrecognized ones in 100% of the vir-
tual party pairs (for C2 5 24; Figure 5) did it fit people’s 
forecasts, on average, as well as the recognition heuristic 
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received a guaranteed payment of €13 ($19) supplemented by a 
performance bonus. Stimuli were 240 cities (i.e., of the 70 largest 
Austrian, British, French, German, Italian, Spanish, and U.S. cities, 
essentially those consisting of five to eight letters, excluding the 
countries’ capital cities; participants were told that they would be 
shown real cities, but participants were not told that these cities were 
drawn from among the 70 largest of each country).

First, in a 2AFC task, we presented two cities on a computer screen 
(one on the left and the other on the right) and asked participants to 
infer which city had more inhabitants. Pairs of cities were randomly 
drawn for each country without replacement, such that each city could 
appear only once throughout the task (yielding 120 pairs of cities). 
On top of the guaranteed payment of €13, participants received €0.04 
($0.06) for each correct inference. Four cents was subtracted from 
this additional gain for each incorrect inference. (No feedback on the 
correctness of the responses was given until after the experiment.)

Next, in a recognition task, we gave participants the name of one 
city at a time and asked them to judge whether they had seen or heard 
of the city prior to participating in the study. Thereafter, in a detailed 
recognition task, we again presented one city at a time and asked 
them how much they knew about each city. As in Study 2, there were 
three possible answers: (1) never heard of it and never saw it before 
participating in the study (U ); (2) heard of it or saw it before but do 
not know anything else about it beyond recognizing its name (R2); 
(3) heard of it or saw it before and know something about the city 
beyond recognizing it (R1).

Last, in a cue knowledge task, we asked participants to indicate 
for each city whether it (1) had an international airport, (2) had a 
university, (3) was a significant industry site, and (4) was a world-
famous tourist site. Responses could be “yes,” “no,” or “I do not 
know,” yielding positive, negative, and unknown cue values, respec-

memory currency—a continuous activation trace—deter-
mines (1) whether an alternative will be retrieved or not, 
and (2) the time it takes to retrieve it. Schooler and Hertwig 
adopted Anderson, Bothell, Lebiere, and Matessa’s (1998) 
assumption that an alternative’s retrieval implies recogniz-
ing it, adding the assumption that the more quickly the al-
ternative is retrieved, the greater the sense of recognition. A 
person using the recognition heuristic can base inferences 
on the binary outcome of this memory process (retrieved or 
not). A person using the fluency heuristic and/or weighted-
fluency, in turn, can base inferences on the more graded 
outcome of the same process: the speed with which the 
alternatives come to mind—that is, their retrieval time or 
retrieval fluency. By this token, both the fluency heuristic 
and weighted-fluency are computational instantiations of 
the version of Tversky and Kahneman’s (1973) availability 
heuristic that bases judgments on ease of retrieval.

To pit weighted-fluency, the two tallying models, and 
take-one-cue against the recognition heuristic, we reanalyze 
data from Marewski and Schooler (2009). This data allows 
us to examine inferences of city size—the task first used 
to test the recognition heuristic (Goldstein & Gigerenzer, 
1999) and which most subsequent studies have used.

Method
Forty-nine right-handed participants (43% female; mean age 5 

24 years, SD 5 3.1) completed a computerized experiment. They 
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Figure 5. Recognition heuristic versus take-one-cue in a ranking task, in which people 
ranked parties according to their inferences about how many votes they would win in 
the 2005 North Rhine-Westphalia election. Lines show mean accordance rates for the 
two models computed for each of the possible values of the cutoff criterion C2 as well as 
the mean proportion of virtual paired comparisons in which the two models made the 
same predictions. The cutoff criterion C2 was the parties’ success in the previous elec-
tion in North Rhine-Westphalia in 2000. If a party had not run in 2000, this number was 
set to zero. Note that as in Study 1, the same pattern of results emerged when we used 
other measures for C2, such as opinion polls conducted prior to the 2005 North Rhine-
Westphalia election, or the outcomes of this 2005 election (n 5 59; Study 2).
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also Pitt, Myung, & Zhang, 2002). We evaluated the mod-
els’ ability to generalize to new data in a cross-validation.

To pit the three knowledge-based models (i.e., tallying-
of-positive-and-negative-cues, tallying-of-negative-cues, 
take-one-cue) against the recognition heuristic, we se-
lected for each participant those pairs of cities in which, 
according to the responses in the detailed recognition task, 
the participant had knowledge about the recognized city 
(R1U pairs; mean number of R1U pairs 5 20.41, SE 5 
1.11). For the R1 cities, we used participants’ responses in 
the cue knowledge task to compute the sums of cue values 
used by the two tallying models to make predictions. To 
derive the predictions made by take-one-cue, we looked up 
the size of the R1 cities. To assess which strategy describes 
people’s inferences best when no knowledge is available, 
we tested weighted-fluency against the recognition heuris-
tic on the R2U pairs (mean number of R2U pairs 5 17.88, 
SE 5 1.16).6 In doing so, we operationalized retrieval time 
as recognition time, using each voter’s response times 
(RTs) in the recognition task to generate the predictions 
made by weighted-fluency. (This procedure has been suc-
cessfully applied to model people’s inferences with the 
fluency heuristic; see Hertwig et al., 2008.)

We divided all R1U pairs and all R2U pairs, respec-
tively, 10,000 times randomly into two halves. The first 
half represented the calibration set in which we calculated 
for each of 49 participants that person’s optimal values 
for C1, C3, C4, and C6 for the four compensatory models. 
Optimal values are those at which a model’s accordance 
rate is greatest; we derived them by exhaustively search-
ing each participant’s entire parameter space of values 
observed for C1, C3, C4, and C6 in that participant’s cali-
bration set. (If multiple values were optimal, we picked 
one at random.) In doing so, we estimated a total of 196 
free parameter values (49 participants 3 4 models). We 
used these values to compute the proportion of inferences 
consistent with each model in the other half, the validation 
set, where the models’ generalizability is evaluated. For 
each partition, we also computed the recognition heuristic 
accordance rates. For almost all participants, the recogni-
tion heuristic predicted inferences better than each of the 
four alternative models (Figures 6–9).

We additionally assessed the models’ ability to fit exist-
ing data. To this end, we recalculated the optimal values 
for C1, C3, C4, and C6 for each participant’s complete set of 
R1U pairs and R2U pairs, respectively, and computed the 
associated accordance rates on the complete set of pairs. In 
doing so, we exhaustively searched each participant’s entire 
parameter space of values observed for C1, C3, C4, and C6 
in that participant’s complete set of pairs, and reestimated 
the (49 participants 3 4 models 5) 196 free parameter 
values. The recognition heuristic and its competitors are 
nested models; however, in contrast to the latter, the recog-
nition heuristic has no free parameter. This is why when the 
values for C1, C3, C4, and C6 are optimal, the recognition 
heuristic’s accordance rate can never exceed its competi-
tors’ accordance rates, but its competitors’ rates can exceed 
the recognition heuristic’s accordance rate. Did they?

Corroborating our previous results, for most partici-
pants recognition had a noncompensatory weight; that is, 

tively. (Previous participants from the same subject pool of our lab 
considered these cues as the most useful ones for inferring city size; 
Pachur et al., 2008.) For each correct response, participants received 
€0.04 on top of the guaranteed payment. For incorrect responses, 
€0.04 was subtracted from this additional gain. (No feedback on the 
correctness of the responses was given until after the experiment.) 
Participants did not receive payment nor did they lose money for 
“don’t know” responses.

Participants took a 20‑sec break every other 12 trials (two-alternative 
choice and recognition tasks) and every other 12 question blocks (cue 
knowledge task), respectively. In all tasks, each trial was preceded by 
a fixation cross for 1,000 msec, and participants were instructed to al-
ways fixate this cross when it appeared. In all tasks, participants were 
instructed to respond as quickly and accurately as possible. Positive 
responses were always made with the index finger of the right hand. 
In all tasks, the order of presentation of cities was always completely 
randomized. Completing the experiment took about 70 min.5

Results and Discussion
Model Comparisons  3–6. Each person’s individual 

cutoff criteria—C1, C3, C4, and C6—are free parameters 
that determine when each of four compensatory models in-
fers unrecognized cities to be larger than recognized ones 
(Table 1). As in Studies 1 and 2, take-one-cue infers un-
recognized cities to be larger than recognized ones when 
knowledge about the recognized city can be recalled (R1) 
and that city’s size falls below C1. For instance, a person may 
know that a recognized city is small. In a comparison of that 
city and an unrecognized one, he may therefore decide for 
the unrecognized city. For take-one-cue we thus made the 
assumption that people have some knowledge about recog-
nized (but not unrecognized) alternatives’ criterion values.

The remaining three compensatory models dispense with 
this assumption. Coding participants’ cue-knowledge as 
11, 21, and 0 (positive, negative, and unknown cue value, 
respectively), tallying-of-negative-cues decides against rec-
ognized cities when the sum of negative and unknown cue 
values for the recognized cities falls below C3. (Depending 
on how many cues have negative values, C3 can thus take 
values ranging from 24 to 11.) In tallying-of-positive-
and-negative-cues this happens when the sum of negative, 
positive, and unknown cues is smaller than C4. (C4 could 
thus take values ranging from 24 to 15.) Weighted-fluency 
decides against recognized cities when the retrieval time for 
the recognized city falls above C6—that is, when it takes too 
much time to judge a city as recognized.

Table 1 shows when the four compensatory models 
decide in favor of recognized cities. Take-one-cue picks 
recognized cities when the recognized city’s size falls 
above, or is equal to, C1. In tallying-of-negative-cues, this 
is the case when the sum of negative and unknown cue 
values exceeds or is equal to C3. In tallying-of-positive-
and-negative-cues, this happens when the sum of positive, 
negative, and unknown cues falls above, or is equal to, 
C4. Weighted-fluency decides in favor of recognized cities 
when the retrieval time for the recognized city falls below 
or equals C6—that is, when it takes little time to judge a 
city as recognized.

When comparing nested models that differ in the number 
of free parameters, as is the case for the recognition heu-
ristic and these four competitors, a good model evaluation 
criterion is the models’ generalizability to new data (see 
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evant for inferring the election outcomes for that particular party. 
They described this cue on a blank line beside the party name and 
assigned a weight (w) to it (scale ranging from 2100 to 100, with 
2100 signifying that the cue strongly indicated that this party would 
win few votes, 0 signifying that the cue implied neither many nor few 
votes, and 100 signifying that the cue strongly indicated that the party 
would win many votes). Completing all tasks took about 30 min.

Results and Discussion
Model Comparisons 7 and 8. We implemented 

weighted-best-cues (Table 1) as follows: If a participant 
had knowledge about a recognized party (R1), and if the 
most relevant cue for this particular party was assigned a 
weight (w) below this participant’s individual cutoff crite-
rion C5, that participant would rank the recognized party 
lower than all unrecognized ones (U ). Conversely, if the 
cue had a weight above or equal to C5, that participant 
would rank the recognized party higher than all unrecog-
nized ones. The intuition is that a strongly weighted cue 
compensates for being recognized, similar to take-one-
cue—which, however, always considers the same cue for 
all alternatives.

To implement take-one-cue, we assumed that people 
had some knowledge about the characteristics of R1 par-
ties: If—according to a participant’s individual cutoff cri-
terion C2—an R1 party belonged to the smaller parties that 
commonly attract fewer votes in elections, the participant 
would rank this party lower than all unrecognized parties. 
If—according to C2—the R1 party was large and success-
ful, the rank assigned would be higher than the ranks given 
to the unrecognized parties. We classified each participant’s 
R1 parties as “large, successful” or “small, unsuccessful,” 
according to the share of votes the parties had won in the 
2005 national election. (Other classifications, based on 
polls conducted prior to this election, or the results of the 
2002 national election, yielded similar results.)

As in Study 3, we tested the models on R1U  pairs 
where—depending on how C2 and C5 are set—the mod-
els’ predictions could diverge from the recognition heu-
ristic. First, we assessed the models’ generalizability in 
a cross-validation. To generate the R1U pairs, for each 
participant, we split the parties 10,000 times randomly 
into two halves, one representing the calibration set to 
compute the participant’s optimal values for C2 and C5, 
respectively, and the other representing the validation set, 
with which the generalizability of the models could be 
assessed. As in Study 3, roughly the same number of rec-
ognized parties with knowledge (R1), as well as the same 
number of unrecognized parties (U ), was included in each 
set. For weighted-best-cues, we additionally made sure 
that roughly the same number of parties with weights (w) 
was included in each set, excluding those without weights. 
This resulted in an average of 25.63 (SE 5 1.21) virtual 
paired comparisons per set for weighted-best-cues, and 
26.26 (SE 5 1.14) for take-one-cue. In the calibration set, 
for each participant, we calculated the optimal values for 
C2 and C5. Optimal values were those at which a model’s 
accordance rate was greatest. We derived them by exhaus-
tively searching each participant’s entire parameter space 
of values observed for C2 and C5 in that participant’s cali-
bration set. (If multiple values were optimal, we picked 

the optimal values for C1, C3, C4, and C6 resulted in the re-
spective compensatory model inferring recognized cities 
to be larger than unrecognized ones, just as the recogni-
tion heuristic does. Therefore, the accordance rates for the 
recognition heuristic and its competitors are identical for 
most participants (Figures 6–9). To compare, the figures 
additionally show mean accordance rates computed across 
participants, for both fitting existing and generalizing to 
new data. As can be seen, also on this aggregate level the 
49 3 4 parameters estimated for the four compensatory 
models do not yield a substantially improved fit.

Retrieval fluency on R1U and R2U pairs. As in 
Study 2, the recognition validity was larger on R1U pairs 
(Mα 5 .82, SE 5 .01) than on R2U pairs (Mα 5 .74, SE 5 
.02), whereas the recognition heuristic accordance rate 
was also larger on R1U pairs (Mk 5 .96, SE 5 .01) than 
on R2U pairs (Mk 5 .86, SE 5 .02).7 Consistent with the 
hypothesis that it is more difficult to apply the recogni-
tion heuristic when a person using it is less likely to make 
accurate inferences with it (see Study 2), inferences on 
R2U pairs took on average 208 msec longer (mean of me-
dian RT, MMdn 5 1,872 msec, SE 5 79) than did inferences 
on R1U pairs (MMdn 5 1,664, SE 5 69; 95% CI on the 
mean difference [126, 290]) (N 5 49). Similarly, as reported 
by Marewski and Schooler (2009), in the recognition task, 
judging an R2 alternative as recognized took on average 
164 msec longer (MMdn 5 856 msec, SE 5 28) than judg-
ing an R1 alternative as recognized (MMdn 5 692, SE 5 13; 
95% CI on the mean difference [124, 204]) (N 5 49).

Study 4 
A Competition of Strategies for Multialternative 

Inference: Modeling Individual Differences

In situations with many alternatives, people might inte-
grate only a few cues rather than many (see Ford et al., 1989; 
Payne et al., 1993). Next, we pit the recognition heuristic 
against corresponding models for consideration-set iden-
tification: weighted-best-cues and take-one-cue (Table 1). 
In contrast to the recognition heuristic, these two compen-
satory strategies trade off recognition against cues.

Method
Twenty-seven participants (44% female; mean age 5 25 years, 

SD 5 3.7) filled out a questionnaire in the labs of the Max Planck 
Institute for Human Development approximately 2 years after the 
2005 German national election. We modified the design of Study 2 
slightly: In a ranking task, participants ranked the 25 parties that ran 
in this election according to the election outcome they would expect 
if the next national election were to take place on the subsequent day. 
They also completed a recognition task and a detailed recognition 
task, which served to classify parties as R1, R2, or U (identical to 
those in Study 2). Besides individual differences in the weighting 
of recognition (as modeled with individual values for the cutoff cri-
terion C), the cues people use to forecast elections may differ from 
person to person and from party to party. For instance, a person may 
consider the fact that a certain party has lost in past elections to be 
most informative, but in the case of another party the same person 
may take the fact that it lacks a charismatic leader as more indica-
tive of electoral success. Another person may consider other cues 
more relevant. In a cue-knowledge task, we presented participants 
a list of the party names. For each party they had some knowledge 
about, participants identified the cue they considered to be most rel-
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Marewski & Olsson, 2009; Pitt et al., 2002), it is the winner 
of the model competition for a majority of participants.

General Discussion

Much research has investigated how people make deci-
sions on the basis of a sense of recognition, fluency, avail-
ability, familiarity, or accessibility (e.g., Bruner, 1957; Ja-
coby & Dallas, 1981; Tversky & Kahneman, 1973). In this 
article, we contribute to this literature. We reformulated the 
recognition heuristic for tasks with multiple alternatives 
and explored when people may employ it and when they 
rely on other strategies instead. Opening up the search for 
a better model than the recognition heuristic, we formally 
specified a range of competing compensatory models and 
tested them in eight model comparisons in four studies.

Elimination by Recognition
We showed that people make inferences consistent with 

a generalization of the recognition heuristic when ranking 
up to 25 alternatives. This generalization complements 
another, which suggested that the heuristic may be used 
when the choice is among up to four alternatives (Frosch, 
Beaman, & McCloy, 2007; see also McCloy, Beaman, & 
Smith, 2008). In particular, we proposed that the recogni-
tion heuristic identifies consideration sets of recognized 
alternatives with large criterion values, which can be eval-
uated using other heuristics. By eliminating all unrecog-
nized alternatives, the recognition heuristic reduces com-
plexity; since people are unlikely to have knowledge about 
unrecognized alternatives, putting them aside or assigning 
their criterion values at random does not necessarily imply 
a loss of accuracy. In fact, we found that the accuracy of 
voters’ election forecasts for unrecognized parties was at 
chance level (Study 1). Moreover, more knowledgeable 
voters did not buy an increase in accuracy by sometimes 
going against the recognition heuristic. At the same time, 
less knowledgeable voters actually impaired their accu-
racy by not always adhering to it (for similar results in 
two-alternative inference, see Pachur & Hertwig, 2006).

The hypothesis that people rely on the recognition heu-
ristic is consistent with work in consumer choice showing 
that priming familiar brands increases the probability that 
they will be considered for purchase. Even just a single 
exposure can lead people to consider buying novel brands 
(Coates, Butler, & Berry, 2004, 2006). The hypothesis that 
people rely on the recognition heuristic is also consistent 
with theories of consideration-set identification that as-
sume noncompensatory heuristics (Kohli & Jedidi, 2007). 
In fact, the recognition heuristic was initially proposed as 
the first step in take-the-best (Gigerenzer & Goldstein, 
1996), a noncompensatory heuristic for two-alternative 
decisions. Hogarth and Karelaia (2005) generalized take-
the-best to the multialternative case, proposing a model 
called deterministic elimination by aspects. In doing so, 
they essentially built on Tversky’s (1972) elimination-
by-aspects model. It is important to realize, however, that 
take-the-best differs from elimination by aspects. For in-
stance, the latter is a model of preferential choice that does 
not include a rule for how the cue (i.e., aspect) weights are 

one at random.) In this way, we estimated a total of 52 
parameter values (26 participants 3 2 models), which we 
used to compute the take-one-cue and weighted-best-cues 
accordance rates, respectively, in the validation set. For 
each participant, we also computed the recognition heuris-
tic accordance rate in each partition of parties.

The recognition heuristic is not only the simpler model; 
it also predicts people’s inferences better. Computed as the 
average over 10,000 partitions, its accordance rate was 
larger than that of weighted-best-cues for 25 of 26 par-
ticipants, and larger than that of take-one-cue for all 26 
participants (Figures 10 and 11).

Next we assessed the models’ ability to fit existing data. 
To this end, we recalculated the optimal value for C2 and 
C5 for each participant’s complete set of virtual paired 
comparisons (i.e., for M 5 102.50 R1U pairs with weights 
[SE 5 4.83] for weighted-best-cues; M 5 105.08 R1U pairs 
[SE 5 4.56] for take-one-cue) and computed the associated 
take-one-cue and weighted-best-cues accordance rates on 
the complete set of pairs (exhaustively searching each par-
ticipant’s entire parameter space of values observed for C2 
and C5 in that participant’s complete set of pairs and rees-
timating the 52 free parameter values). Since the recogni-
tion heuristic and its two competitors are nested, when C2 
and C5 are optimal the competitors’ accordance rates can 
never be smaller than the recognition heuristic accordance. 
However, the competitors’ accordance rates can exceed the 
recognition heuristic accordance rate. Did they?

For weighted-best-cues, this was the case for 9 of 26 par-
ticipants (Figure 10). For 14 participants, the recognition 
weight was noncompensatory; that is, the optimal value 
for C5 resulted in weighted-best-cues always ranking rec-
ognized parties higher than unrecognized ones, just as the 
recognition heuristic does. Since the models’ predictions 
are thus identical for these participants, in Figure 10 the 
accordance rates for the two models are the same. Similar 
results emerged for take-one-cue, which yielded the best 
fit in 13 participants (Figure 11).

Consideration-set identification. Recall that, by 
ranking all recognized parties higher than unrecognized 
ones, the recognition heuristic identifies consideration sets 
of recognized alternatives. In doing so, the heuristic ignores 
cues that might be available beyond recognition. However, 
once the consideration set is generated, the alternatives 
within the consideration set can be ranked on the basis of 
cues; and, in fact, people appear to have used cues to rank 
recognized parties within the consideration set. Parties with 
a larger cue weight (w) were ranked higher than those with 
a lower one in, on average, 84% (SE 5 2) of all virtual 
comparisons (mean number of pairs 5 46.92, SE 5 5.28,  
n 5 26) between two R1 parties that differed in the weight.

To summarize Studies 3 and 4, first, in generalizing to 
new data, the recognition heuristic predicted most partici-
pants’ behavior better than five compensatory heuristics 
did. Second, in fitting existing data, the recognition heu-
ristic accounted for a majority of participants’ behavior as 
well as the competing heuristics did. Third, the recognition 
heuristic was the simpler model, making use of no free 
parameters to predict individual behavior. Judged on these 
model selection criteria (see Jacobs & Grainger, 1994; 
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and Schooler (2009) found strong correlations between 
the probability of a person recognizing an alternative, its 
retrieval time, and the probability of retrieving knowledge 
about it; that is, alternatives about which people are likely 
to recall knowledge (R1) tend also to be more strongly acti-
vated in memory and more quickly retrievable than recog-
nized alternatives about which no knowledge is available 
(R2). As a result, it could often be easier to make use of 
recognition in pairs that include an R1 alternative and an 
unrecognized alternative (R1U pairs) than in R2U pairs. 
In fact, as we have shown, not only are R1 alternatives 
recognized more quickly than R2 alternatives are, but in-
ferences are also made faster on R1U than on R2U pairs, 
and people’s inferences are more likely to agree with the 
recognition heuristic on R1U than on R2U pairs. At the 
same time, recognition validities tend to be larger on R1U 
than on R2U pairs; that is, it is actually ecologically ratio-
nal to rely on recognition more on R1U pairs (Studies 2 
and 3). Our results are consistent with findings by others 
(Hertwig et al., 2008; Newell & Fernandez, 2006), sug-
gesting that alternatives’ retrieval fluency affects people’s 
use of recognition. This thesis is also supported by fMRI 
data. Volz et al. (2006) found that inferences in accordance 
with the recognition heuristic correlated with higher acti-

computed. Instead, it has an aspiration level for each cue. 
Take-the-best, in contrast, is a model of inference operat-
ing on cues with binary values and a specified order of 
cues. The present extension of the recognition heuristic 
complements these earlier models. Specifically, the rec-
ognition heuristic could be the first step in deterministic 
elimination by aspects in which one would eliminate all 
unrecognized alternatives. In a second step, one would 
evaluate recognized alternatives based on the best cues. In 
fact, although the cues people considered to be best played 
little role in the elimination of unrecognized parties, they 
predicted their rankings within the consideration set of 
recognized parties (Study 4).

Strategy Selection by Default?
In keeping with theories that assume memory processes 

as major determinants of decision behavior (e.g., Dough-
erty, Gettys, & Ogden, 1999; Pleskac, 2007; Schooler & 
Hertwig, 2005), we suggested that a possible default use 
of the recognition heuristic could be overruled when a 
weak memory activation causes recognized alternatives’ 
retrieval fluency to be low. Using ACT–R’s memory model 
to quantitatively predict people’s recognition and retrieval 
time distributions, as well as their knowledge, Marewski 
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Figure 10. Recognition heuristic versus weighted-best-cues in a ranking task. (A) Generalizing to new data: Bars show means of 
participants’ accordance rates computed in the validation set across 10,000 random partitions of each participant’s data. For all par-
ticipants except 1 (13), the recognition heuristic predicted participants’ rankings best. In Participant 13, the weights were such that 
both models always predicted the same rankings. (B) Fitting existing data: Bars show participants’ accordance rates for the two models. 
For 14 participants, the recognition weight was noncompensatory, resulting in weighted-best-cues always ranking parties in exactly 
the same way as the recognition heuristic does. For 9 participants, compensatory weights resulted in the better fit for weighted-best-
cues. For 3 participants (7, 8, 20), compensatory weights yielded the same fit as noncompensatory weights. In both panels, no data are 
included for Participant 23 because, unlike all other participants, this person did not identify knowledge (n 5 26; Study 4).
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ACT–R (Taatgen, Van Rijn, & Anderson, 2007), and which 
could govern the suspension process. Another possibility 
consistent with ACT–R is that weak memory activations 
result in occasional retrieval failures for R2 alternatives, 
leading people to feel less confident about their recognition 
judgment, and in the extreme case, to mistakenly judge R2 
alternatives as unrecognized, resulting in lower recognition 
heuristic accordance rates on R2U pairs. Finally, the ad-
herence to the recognition heuristic may not depend only 
on the retrieval times for recognized alternatives, but also 
on the confidence with which people judge alternatives as 
unrecognized. Although it was beyond the scope of this ar-
ticle to test more detailed models that take these and other 
complexities into account, we hasten to stress that without 
them, our suspension hypothesis remains incomplete.

From Recognition to Decisions:  
A Competition Among Models

Addressing concerns about the adequacy of the recog-
nition heuristic as a model of behavior (e.g., Dougherty 
et al., 2008; Newell & Shanks, 2004; Pohl, 2006; see 
above), and opening up the search for a better model, we 
examined how well five competing models predict behav-
ior (Studies 1–4). We found that the recognition heuristic 
predicts the majority of people’s inferences best.

vation in brain areas that had previously been associated 
with greater recognition confidence.

Importantly, we found that the recognition heuristic pre-
dicts people’s decisions better than do compensatory strate-
gies on R1U and R2U pairs. These model tests provide some 
evidence against plausible alternative explanations for our 
and Pohl’s (2006) findings—namely, that systematic dif-
ferences in people’s adherence to the recognition heuristic 
on R1U and R2U pairs are an artifact produced by people’s 
overall use of compensatory strategies. Rather, our data are 
consistent with the hypothesis that these differences are a 
result of occasional suspensions of the recognition heuris-
tic, caused by a low retrieval fluency of the R2 alternative 
on R2U pairs, which in turn results from a low memory 
activation of the R2 alternative. However, as we will discuss 
shortly, our data do not rule out the possibility that people 
relied on another class of strategies we did not consider here. 
Moreover, we do not yet have a solid understanding of how 
a low retrieval fluency leads to suspensions of the recogni-
tion heuristic, although there are potential explanations. For 
example, Marewski and Schooler (2009) assumed that raw 
retrieval times do not directly compensate for being rec-
ognized (as implied by weighted-fluency); rather, retrieval 
times are first filtered by a psychophysical mechanism for 
time perception, which is modeled as an internal clock in 

13 9 6 11 26 24 22 10 4 12 15 20 5 21 7 18 19 3 17 14 16 8 2 25 1 27

6 9 11 13 26 24 10 22 4 12 15 5 20 21 7 18 19 3 17 14 16 8 2 25 1 27

Recognition heuristic
Take-one-cue

Mean (+SE)
0

.2

.4

.6

.8

1

Participant Number

A
cc

o
rd

an
ce

 R
at

e

Generalizing to New Data

Mean (+SE)
0

.2

.4

.6

.8

1

Participant Number

A
cc

o
rd

an
ce

 R
at

e

Fitting Existing Data

A

B

Figure 11. Recognition heuristic versus take-one-cue in a ranking task. (A) Generalizing to new data: Bars show means of partici-
pants’ accordance rates computed in the validation set across 10,000 random partitions of each participant’s data. For all participants, 
the recognition heuristic predicted participants’ rankings best. (B) Fitting existing data: Bars show participants’ accordance rates for 
the two models. For 12 participants, the recognition weight was noncompensatory, resulting in take-one-cue always ranking parties in 
exactly the same way as the recognition heuristic does. For 13 participants, compensatory weights resulted in the better fit for take-one-
cue. For Participant 8, compensatory weights yielded the same fit as noncompensatory weights. In both panels, no take-one-cue accor-
dance rate is shown for Participant 23 because, unlike all other participants, this person did not identify knowledge (n 5 26; Study 4).
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has been critical to examine how well these models actually 
fare in comparison to the recognition heuristic, in the future 
other models should be considered as well; for instance, it 
is possible that a person chooses recognized alternatives 
over unrecognized ones while still integrating knowledge 
into her decisions. Rather than directly impacting on the 
person’s decisions, such an integration of knowledge could 
result in her being less confident in her decisions. Future 
model comparisons could also involve decision strategies 
that probabilistically (rather than deterministically) rank 
recognized alternatives above or below recognized ones. 
Moreover, besides considering other models, other meth-
ods for testing the models should be examined. For exam-
ple, in the present tests, we assessed people’s recognition 
and knowledge in separate tasks and used this information 
to predict their decisions in inference tasks. Although we 
believe it to be plausible that the information elicited in the 
recognition and knowledge tasks is used by people in the 
inference task, this may not necessarily be the case.

To conclude, until more model tests have been con-
ducted, Newell and Fernandez’s (2006) conclusion may 
be the best one we can draw: As they have pointed out, 
the past findings on the recognition heuristic can be in-
terpreted in two ways. One is that some of these findings 
challenge the recognition heuristic’s plausibility. Yet an-
other, more in line with the results of the present model 
comparisons, is that the findings point to the mechanisms 
that determine when people rely on the recognition heuris-
tic and when they adopt other strategies.
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Notes

1. Pachur and Biele’s (2007) analyses differ from the kind of compara-
tive model tests we have in mind. They did not assess individual partici-
pants’ knowledge about the alternatives, and, as a result, all competing 
models made the same predictions for all participants. Especially in our 
Studies 3 and 4, we tailor the models to individual participants’ informa-
tion about the alternatives, assessing for each participant optimal weights 
for the information and comparing the models’ ability to fit existing data 
as well as to generalize to new data. Moreover, for the first time we also 
pit the recognition heuristic against a compensatory model that operates 
on the speed of retrieving and recognizing an alternative.

2. Due to an error in the questionnaire production, one of the paired com-
parisons was randomly selected and replaced by another randomly gener-
ated paired comparison. This comparison was excluded from all analyses.

3. In other studies on the recognition heuristic, order effects were not 
found (e.g., Goldstein & Gigerenzer, 2002; Pachur & Hertwig, 2006). In 
our study, voters (n 5 87) who worked on the recognition task before the 
2AFC task recognized fewer candidates (M 5 4.8, n 5 87) than did vot-
ers who worked on the tasks in the reverse order (M 5 5.9, n 5 85; 95% 
CI on the mean difference [0.5, 1.9]). However, there were no reliable 
differences with regard to the accordance rate, and voters recognized 
similar numbers of parties (M 5 10.1) regardless of task order.

4. Two participants were excluded because they did not complete the 
questionnaire. Participants working on the ranking task before the recog-
nition task recognized about as many parties (M 5 11.8, n 5 28) as did 
those working on the tasks in the opposite order (M 5 13.0, n 5 31; 95% 
CI on the mean difference [20.2, 2.5]). Also, the (paid) participants who 
filled out the questionnaire in the laboratory did not differ with regard to 
central variables from those participants who filled out the questionnaire 
in a university class.

5. Marewski and Schooler (2009) monitored participants’ eye move-
ments when collecting the data analyzed here. The eye-tracking system 
used (Tobii 1750) makes the experimental setup hardly distinguishable 
from a setup without an eyetracker. Only those trials were included in 
the analyses for which the total duration of gazes on the computer screen 
closely matched the response time for the trial. For these and other details 
about their experiment and data, please see Marewski and Schooler.

6. In contrast to the two tallying models and take-one-cue, weighted-
fluency does not depend on knowledge. It can therefore favor unrecog-
nized cities over recognized ones across both R1U pairs and R2U pairs. 
Since we envisioned weighted-fluency as an alternative to the recogni-
tion heuristic on R2U pairs, above we only report tests of the two models 
on these pairs. Testing weighted-fluency across R2U and R1U pairs does 
not change the pattern of results.

7. Why do the recognition heuristic accordance rates differ between 
Studies 2 and 3 on R2U pairs (.62 vs. .86)? We can only speculate about 
reasons. Here is one: In Study 3, the accordance rates reflect decisions in 
a 2AFC task. In Study 2, they reflect rankings of 24 alternatives, and this 
ranking task prevented participants from being intransitive, because they 
were instructed to uniquely identify each alternative with a rank and each 
rank could be assigned only once. Therefore, the ranking task may have 
been more difficult than the two-alternative task. At the same time, occa-
sional suspensions and/or application errors of the recognition heuristic 
(or any other strategy) may have a stronger impact on accordance rates 
in a ranking task than in a two-alternative task, because one erroneous 
rank has the potential of affecting many other rankings.
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